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Summary

The software META provides statistical methods for the performance of
meta-analyses in medicine, psychology, and quality assurance in the phar-
maceutical industry. META makes a variety of effect measures available,
like the relative risk, the standardized difference, and quality indices. For
these effect measures, classical pooled estimators as well as “modern”
random effect models can be calculated, for example, the approach of
DerSimonian and Laird (1986) or the mixture distribution approach (Boh-
ning, 2000a; Bohning et al., 1998). The latter approach allows the semi-
parametric estimation of the heterogeneity structure and classification of
individual studies or batches. In addition to statistical methods there are
graphical facilities, such as funnel plots for the identification of a publica-
tion bias or plots of confidence intervals for an illustration of individual
studies and the pooled effect measure. META is a public domain program.
It comes with a graphical interface and is available for Windows 9x/NT
and Unix (Linux).
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16.1 INTRODUCTION

In the past few years, meta-analysis has become increasingly popular in many
areas of science such as medicine, psychology, and other social sciences. In
these areas of application meta-analyses have been performed in order to ob-
tain a pooled estimate of various single studies. Obtaining a single summary
measure implicitly assumes homogeneity of these studies, that is, the results of
individual studies differ only by chance. In this case a combined estimate of
the individual studies provides a powerful and important result. However,
this pooled estimate may be seriously misleading if study conditions are het-
erogenous.

Thus, an approach which considers meta-analysis as a study over studies
has increasingly been advocated. This approach seeks to investigate heteroge-
neity between studies. An important feature of this type of meta-analysis lies
in the fact that it tries to identify factors which cause heterogeneity.

This approach may easily be extended to the area of quality control, where
batches of the produced goods replace the role of studies in medicine or the so-
cial sciences. Clearly, in this setting an investigation of heterogeneity is equally
attractive, since identification and modeling of heterogeneity helps to improve
the production process. An introduction how to use the methodology of meta-
analysis in quality control is given by Bohning and Dammann in Chapter 10 of
this volume.

16.2 THE PROGRAM META

The software META has been developed to provide a tool which allows to per-
form meta-analyses within the areas of application described above. The focus
of META is on the analysis of heterogeneity, which may be considered here the
unifying concept for several fields of application.

For different areas of application, different measures of effects are important
and necessary. Thus, META enables the meta-analyst to choose out of a variety
of measures of effects, such as the relative risk in medicine, the standardized
difference in psychology and proportions in quality control, just to mention a
few.

META provides various statistical methods to perform meta-analyses such
as simple pooled estimates, random effects models, and graphical procedures
such has confidence interval plots, funnel plots, and so forth. We will illustrate
the possible use of META using a data set from psychiatric epidemiology.

16.3 A WORKED EXAMPLE

The following meta-analysis investigates the prevalence of agoraphobia based
on seven studies (Eaton, 1995) in several countries all over the world. Ago-
raphobia may be defined as space anxiety, as a fear of being in public places.
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This psychiatric disorder may even lead to total avoidance of public places and
thus may cause severe disability.

An initial step in any meta-analysis might be to plot the effect measure to-
gether with a 95% confidence interval. This may be done using META and
its graphics facilities. Figure 16.1 shows a screen dump of META and its data
window. The data window shows the prevalent cases of agoraphobia together
with the population at risk of the respective study.
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Figure 16.1 Data window and confidence interval plot.

The simplest model possible assumes parametric density f(x, 8, c?) for some
random quantity X where 0 is a parameter of interest and ¢ is a nuisance pa-
rameter which might or might not be present in the model. In the example at
hand, f(x,0) = ()0 (1 —6)"~*. In this case all studies are assumed to measure
the same overall effect 6, and they only differ in variability. Thus, the summary
measure needs to assign weights according to the inverse of the variance of the
individual study in order to obtain the summary measure.

Looking at the confidence interval plot, there seems to be a large degree of
variability to be present. However, frequently one is interested in obtaining a
summary measure for all studies. Using META we obtain the following results:

POOLED ESTIMATOR FOR PROPORTIONS

RESULTS

Pooled estimate: 0.048892

Common variance: 0.00000145

95 percent confidence interval (0.04654, 0.05125)

Chi-Square test for homogeneity of proportions:
115.23539 df = 6 p-value: 0.00000
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Clearly, looking at the value of the x? test of homogeneity, we reject the
null-hypothesis and conclude that there is substantial heterogeneity in terms
of the prevalence of agoraphobia in the countries studied. As a result, the
computation of an overall rate is not very meaningful, since we would ignore
the underlying heterogeneity.

In order to deal with heterogeneity, a two-level model is implemented in
META. As before, f(x,6,0?%) denotes a parametric density for some random
quantity X. But now it is assumed that 6 is not constant but is varying itself
according to some further distribution P for which the moments Ep(0) = 4 and
Varp(0) = 12 are assumed to exist. Consequently, we are lead to a marginal or
unconditional distribution f(x, P) = [ f(x,0)P(d6).

Frequently, T2 is called the heterogeneity variance. META offers modeling ac-
cording to two different distributions in order to deal with heterogeneity: one
is the moment approach which is based on equating the expected value of
the x?-statistic to the observed one and then solving for 72. Actually, this
is the approach by DerSimonian and Laird (1986). The other approach does
not specify P any further and leads to the marginal density, a mixture model.

Here, f(x,P) = Z;-czl pif (x;, 0;, (71-2). According to this model, we assume the
existence of k subpopulations with parameters 6; receiving weight p; for the
j subpopulation. A detailed description of the use of this approach in meta
analysis may be found in Bohning et al. (1998), or in Bohning (2000a).

We proceed in our analysis with the estimation of the DerSimonian-Laird
estimator:

RESULTS
Pooled DerSimonian-Laird estimate: 0.0455
Heterogeneity variance: 0.0003

Variance of pooled estimator: 0.0000465

0.04545 95 percent CI: (0.0321, 0.0588)

Please note that we find a substantial value for the heterogeneity variance
72 in this data set. As expected, incorporating heterogeneity leads to a larger
variance for the DerSimonian-Laird estimator. As a result, we obtain a much
wider confidence interval compared to the pooled estimator where we assume
a constant value for 6.

Frequently, there is a debate whether one should use a summary measure
in the presence of heterogeneity. One might argue that this may be done, but
one has to be careful how to interpret the results. Under the presence of hete-
rogeneity a summary measure will reflect the overall mean in the population
well, knowing that this effect might be different in subparts of the population.

If the presence of heterogeneity has been identified, one might wish to mo-
del the structure of this heterogeneity and, for example, find the levels of effect
in subparts of the population. This can be accomplished using the finite mix-
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ture model approach outlined above. A convenient computational strategy
uses a fixed grid of potential support points (subpopulation means 6; ) which
may or may not receive weights p;.

Figure 16.2 shows the dialog box which allows the user to define a grid of
potential support points.

Mixture model m
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Ok I Cancel Help

Figure 16.2 Dialog box for the definition of a grid of potential support points in the

mixture model.

Depending on the current measure of effect an appropriate mixing kernel
may be chosen by the user. In this case — since we are dealing with rates — the
binomial distribution is the natural choice.
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Based on this grid META identifies five potential subpopulations. Now
these grid points with positive support may be used to find a refined solution
using the EM-algorithm (Dempster et al., 1977). Here, we keep the number of
components fixed and update mixing weights and subpopulation means. Fre-
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quently, some population means coincide and thus the number of components
decreases. For our data at hand, after applying the EM-algorithm, we find four
remaining components (results not shown here).

Now a backward elimination approach may be used in order to reduce the
number of mixing components. This would imply that we test k = 4 vs. k =3
using a Likelihood Ratio test approach (see Figure 16.3).

Mixture model m

GenerallFIexibIe Fixed I

Mixing weights Subpopulation means
|U3 IDGZH
0.15
0.0361
0.65 0.065
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Figure 16.3 Dialog box for fixed effect mixture model.

NPMLE for Fixed support size
Number of components after combining equal parameter estimates: 3

Parameter: 0.0212, Weight: 0.1440
Parameter: 0.0316, Weight: 0.2844
Parameter: 0.0559, Weight: 0.5716

Log-likelihood at iterate: -34.3889

Clearly, the log-likelihood is only slightly smaller for this three component
mixture model and we would conclude that a three component solution is ap-
propriate. Once a mixture model has been chosen, one might be interested in
classifying the individual study. Due to their discrete structure, mixture mod-
els provide a natural way of classifying the individual study. This is achieved
by applying Bayes theorem and using the estimated mixing distribution as a
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prior distribution. Thus, we are able to compute the posterior probability for
each study to belong to a certain component:

if (xi,6)) .
pif (xi,0,)

>

PT(Zi]' = 1|x,~,15) =

=~

l

1

The ith study is then assigned to that subpopulation j for which it has the
highest posterior probability of belonging. META offers the option to classify
the studies and to store the results of this classification in the data spreadsheet
(see Figure 16.3).

META also computes the posterior expectation for the measure of effect for
the individual study based on the assumed distribution. Likewise, the poste-

rior expectations may also be stored within the data frame as may be seen in
Figure 16.4.
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Figure 16.4 Spreadsheet with original data and empirical Bayes estimates.

16.4 AVAILABILITY

META is designed to be platform independent and uses the wxWindows 2.0
class library (Smart, 2000). META may be obtained for Microsoft Windows
9x/NT and for Unix(Linux) operating systems. META is available from the
authors on request.
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