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Summary

For the homogeneity problem in meta-analysis, the performance of seven
test statistics is compared under homogeneity and heterogeneity of the
underlying population (study, group) variances. These are: the classical
ANOVA F test, the Cochran test, the Welch test, the Brown-Forsythe test,
the modified Brown-Forsythe test, the approximate ANOVA F test and as
a proposal, an adjusted Welch test. At the whole, the Welch test proves to
be the best one, but for small sample sizes and many groups, it becomes
too liberal. In this case the adjusted Welch test is recommended to correct
this anomaly. The other tests prove to have changing advantages depen-
dent on the sizes of the parameters involved.
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1.1 INTRODUCTION

Meta-analysis of results from different experiments (groups, studies) is a com-
mon practice nowadays. In the framework of a one-way ANOVA model, serv-
ing generally as supporting edifice for meta-analysis, one may be interested
in testing the homogeneity hypothesis. However, when the underlying pop-
ulation variances in different populations (studies, groups) are different, the
ANOVA F-statistic attains significance levels which are very different from
the nominal level (see for example, De Beuckelaer, 1996). In the rubric of the
(generalized) Behrens-Fisher problem, a number of alternatives have been sug-
gested.

Using simulation studies for various constellations of number of popula-
tions, sample sizes and within population error variances, we compare the ac-
tual attained sizes of the classical ANOVA F test, the Cochran test, the Welch
test, the Brown-Forsythe test, the modified Brown-Forsythe test, the approx-
imate ANOVA F test and, by adopting an idea of Böckenhoff and Hartung
(1998), an adjusted Welch test, simultaneously.

1.2 MODEL AND TEST STATISTICS

Let yij be the observation on the jth subject of the ith population/study, i =
1, . . . , K and j = 1, . . . , ni

yij = µi + eij

= µ + ai + eij ; i = 1, . . . , K, j = 1, . . . , ni,

where µ is the common mean for all the K populations, ai is the effect of pop-
ulation i with ∑K

i=1 ai = 0, and eij, i = 1, . . . , K, j = 1, . . . , ni are error terms
which are assumed to be mutually independent and normally distributed with

E(eij) = 0, Var(eij) = σ2
i ; i = 1, . . . , K, j = 1, . . . , ni

That is, eij ∼ N (0, σ2
i ); i = 1, . . . , K, j = 1, . . . , ni.

Interest is in testing the hypothesis H0 : µ1 = · · · = µK = µ. To test this
hypothesis we will make use of the following test statistics:

a) The ANOVA F Test

San, given by

San =
N − K
K − 1

· ∑K
i=1 ni(ȳi. − ȳ..)2

∑K
i=1(ni − 1)s2

i

, (1.1)

with N = ∑K
i=1 ni, ȳi. = ∑K

j=1 yij/ni, ȳ.. = ∑K
i=1 niȳi./N.

This test was originally meant to test for equality of population means
under variance homogeneity and has an F distribution with K − 1 and
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N − K degrees of freedom.

Test: Reject H0 : µ1 = · · · = µK at level α if San > FK−1,N−K;1−α.

The ANOVA test has the weakness of not being robust with respect to
heterogeneity in the intra-population error variances (Brown & Forsythe,
1974).

b) The Welch Test

Swe =
∑K

i=1 wi(ȳi. −∑K
j=1 hjȳj.)2(

(K − 1) + 2 · K−2
K+1 ·∑K

i=1
1

ni−1(1− hi)2
) , (1.2)

where wi = ni/s2
i , hi = wi/ ∑K

k=1 wk, was an extension of testing the
equality of two means to more than two means (see Welch, 1951) in the
presence of variance heterogeneity within populations.

Under H0, the statistic Swe has an approximate F distribution with K − 1
and νg degrees of freedom, where

νg =
(K2 − 1)/3

∑K
i=1

1
ni−1(1− hi)2

.

Test: Reject H0 at level α if Swe > FK−1,νg;1−α.

c) Cochran’s Test

Sch =
K

∑
i=1

wi(ȳi. −
K

∑
j=1

hjȳj.)2, (1.3)

was proposed by Cochran (1937) and then modified by Welch. We take
it into our comparisons in order to get better comprehension and insight
of the behavior of both statistics.

Under H0, the Cochran statistic is distributed approximately as a χ2-
variable with K − 1 degrees of freedom.

Test: Reject H0 at level α if Sch > χ2
K−1;1−α.
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d) Brown-Forsythe (B-F) Test

This one is also known as the modified F test and is given by

Sb− f = ∑K
i=1 ni(ȳi. − ȳ..)2

∑K
i=1(1− ni/N)s2

i

. (1.4)

When H0 is true, Sb− f is distributed approximately as an F variable with
K − 1 and ν degrees of freedom where

ν =

(
∑K

i=1(1− ni/N)s2
i

)2

∑K
i=1(1− ni/N)2s4

i /(ni − 1)
. (1.5)

Test: Reject H0 at level α if Sb− f > FK−1,ν;1−α.

Using a simulation study Brown and Forsythe (1974) demonstrated that
their statistic is robust under inequality of variances. If the population
variances are homogeneous, the B-F test is closer to ANOVA than Welch.

e) Mehrotra (Modified Brown-Forsythe) Test

Sb− f (m) = ∑K
i=1 ni(ȳi. − ȳ..)2

∑K
i=1(1− ni/N)s2

i

, (1.6)

was proposed by (Mehrotra, 1997) in an attempt to correct a “flaw” in the
B-F test.

Under H0, Sb− f (m) is distributed approximately as an F variable with ν1
and ν degrees of freedom where

ν1 =

(
∑K

i=1(1− ni/N)s2
i

)2

∑K
i=1 s4

i +
(

∑K
i=1 nis2

i /N
)2
− 2 ·∑K

i=1 nis4
i /N

(1.7)

and ν is given in Equation 1.5 above.

Test: Reject H0 at level α if Sb− f (m) > Fν1,ν;1−α.

The flaw mentioned above is in the estimation of the numerator degrees
of freedom by K − 1 instead of ν1.
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f) The Approximate ANOVA F Test

SaF =
N − K
K − 1

· ∑K
i=1 ni(ȳi. − ȳ..)2

∑K
i=1(ni − 1)s2

i

, (1.8)

by Asiribo and Gurland (1990). This test gives an approximate solution
to the problem of testing equality of means of normal populations in case
of heteroscedasticity by making use of the classical ANOVA test.

Under H0, the statistic SaF is distributed approximately as an F-variable
with ν1 and ν2 degrees of freedom where ν1 is as given in Equation 1.7
above and

ν2 =

(
∑K

i=1(ni − 1)s2
i

)2

∑K
i=1(ni − 1)s4

i

. (1.9)

Test: Reject H0 at level α if SaF > ĉ · Fν1,ν2;1−α, where

ĉ =
N − K

N(K − 1)
∑K

i=1(N − ni)s2
i

∑K
i=1(ni − 1)s2

i

. (1.10)

We notice that the numerator degrees of freedom for SaF and Sb− f (m) are
equal. Further, for ni = n, i = 1, . . . , K, that is, for balanced samples,
the test statistic and the degrees of freedom for both the numerator and
denominator of these two statistics are also equal. That is, for balanced
designs

SaF = Sb− f (m) =
nK

K − 1
· ∑K

i=1(ȳi. − ȳ..)2

∑K
i=1 s2

i

,

and

ν = ν2 = (n− 1) ·

(
∑K

i=1 s2
i

)2

∑K
i=1 s4

i

.

g) The Adjusted Welch Test

The Welch Test uses weights wi = ni/s2
i . We know that

E(wi) = E

(
ni

s2
i

)
= ci ·

ni

σ2
i

,



8 Homogeneity Tests In Meta-Analysis

where ci = (ni − 1)/(ni − 3), see Patel, Kapadia, and Owen (1976, pages
39-40). Therefore, an unbiased estimator of ni/σ2

i is ni/cis2
i .

Now, let ϕi = (ni + δ1)/(ni + δ2), where δ1 and δ2 are arbitrary real num-
bers; and then define the general weights by w∗

i = ni/ϕis2
i . That is, for

the Welch test, wi = w∗
i with ϕi = 1 (δ1 = 0, and δ2 = 0) and if we take

the unbiased weights, wi = ni/cis2
i , then ϕi = ci, (δ1 = −1 and δ2 = −3).

For small samples in the groups, the Welch test becomes too liberal es-
pecially with increasing number of groups. Also, in our experience, us-
ing the unbiased weights in the Welch test makes the test too conserva-
tive. A reasonable compromise in this situation is to choose ϕi such that
1 ≤ ϕi ≤ ci.

This defines a new class of Welch type test statistics whose properties
can be adjusted accordingly by choosing the control parameter, ϕi, ap-
propriately. Our proposed test, which we shall henceforth call the ad-
justed Welch test, uses the weights w∗

i = ni/ϕis2
i in the Welch test, where

1 ≤ ϕi ≤ ci. That is the adjusted Welch test, Saw, is given by:

Saw =
∑K

i=1 w∗
i (ȳi. −∑K

j=1 h∗j ȳj.)2(
(K − 1) + 2 · K−2

K+1 ·∑K
i=1

1
ni−1(1− h∗i )

2
) , (1.11)

where h∗i = w∗
i / ∑K

i=1 w∗
i , i = 1, . . . , K.

Under H0, the adjusted Welch statistic, Saw, is distributed approximately
as an F-variable with K − 1 and ν∗g degrees of freedom, with

ν∗g =
(K2 − 1)/3

∑K
i=1

1
ni−1(1− h∗i )

2
.

Test: Reject H0 at α level if Saw > FK−1,ν∗g ;1−α.

When the sample sizes are large, Saw approaches the Welch test, that is,
(ni + δ1)/(ni + δ2)

ni→∞−→ 1. With small sample sizes, our statistic will help
correct the liberality witnessed in the Welch test.

To assess the relative performance of these test statistics in terms of the ac-
tual levels of significance attained, we will consider levels between 4% and
6% to be satisfactory, that is, following Cochran’s rule of thumb (cf. Cochran,
1954).
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1.3 SIMULATION STUDY AND DISCUSSION

In order to see the effect of balancedness and unbalancedness, as well as vari-
ance homogeneity and heterogeneity, a simulation study was conducted with
sampling experiments determined by the number of studies, sample sizes and
the variances in each study. In the first sampling experiment the following
patterns and combinations of the number of studies, sample sizes and vari-
ances were considered (cf. Tables 1.1, 1.2, 1.3, and 1.4): Balanced samples and
homogeneous variances, unbalanced samples combined with homogeneous
variances. The next experiment investigated the effect of variance heteroge-
neity on the empirical Type I error rates. We matched balanced and unbal-
anced sample sizes with heterogeneous variances. In the unbalanced sample
size cases, large sample sizes were separately paired with small and large vari-
ances. To investigate the effect of a large number of studies, we started with
K = 3 studies and made independent replications to give K = 6, 2× (.), K = 9,
3× (.), and K = 18, 6× (.). We will use the term small sample to refer to ni = 5,
and moderate for ni = 10, 15, i = 1, . . . , K. However, if any of the sample sizes,
ni, is greater or equal to 20, then the constellation will be taken to be of large
samples.

Table 1.1 reports the actual significance levels for K = 3, Table 1.2 for K = 6,
Table 1.3 for K = 9 and Table 1.4 for K = 18. For the adjusted Welch test,
Saw, we have taken ϕi = (ni + 2)/(ni + 1), i = 1, . . . , K. From these Tables,
we make the following observations in order of the various tests presented in
Section 1.2 above:

a) The ANOVA F Test

In the case when the number of populations, K = 3:

i. for balanced samples sizes and homoscedastic cases, the test, as ex-
pected, keeps the nominal level;

ii. for balanced and heterogeneous variance cases, the test keeps con-
trol of the significance level. This trend is maintained with increas-
ing sample sizes;

iii. for unbalanced and homoscedastic cases, the test keeps the nominal
level;

iv. for the unbalanced and heterogeneous cases, if small samples are
matched with small variances, the test tends to be conservative.
However, when small sample sizes are paired with large variances,
the test becomes liberal. This pattern remains largely unchanged
even if the sample sizes are increased.

For K = 6, K = 9 and K = 18, the observations made in i. to iv. above still
hold; except for balanced designs and heterogeneous variances where
the test becomes more liberal with increasing number of populations.
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Table 1.1 Actual Simulated Significance Levels (Nominal Level 5%) for K = 3

Sample Sizes Variances α̂%

(n1, n2, n3) (σ2
1 , σ2

2 , σ2
3 ) San Swe Sch Sb− f Sb− f (m) SaF Saw

(5,5,5) (4,4,4) 5.0 4.8 12.2 4.1 3.8 3.8 3.3
(1,3,5) 6.0 5.0 13.5 4.6 4.2 4.2 3.6

(10,10,10) (4,4,4) 5.1 4.9 8.4 4.9 4.6 4.6 3.9
(1,3,5) 5.7 4.7 8.2 5.1 4.5 4.5 3.9

(20,20,20) (4,4,4) 5.1 4.9 6.5 5.0 4.9 4.9 4.2
(1,3,5) 5.6 4.8 6.4 5.4 4.7 4.7 4.2

(40,40,40) (4,4,4) 4.9 4.9 5.6 4.8 4.8 4.8 4.5
(1,3,5) 5.9 5.2 5.8 5.8 5.0 5.0 4.8

(5,10,15) (4,4,4) 5.0 5.3 10.2 5.1 4.8 5.4 4.2
(1,3,5) 2.4 4.9 8.9 5.6 4.7 4.5 3.8
(5,3,1) 12.3 5.4 11.5 5.3 5.0 6.2 4.4

(10,20,30) (4,4,4) 5.2 5.3 7.7 5.1 4.9 5.3 4.5
(1,3,5) 2.2 4.9 6.5 5.5 4.6 4.5 4.2
(5,3,1) 12.9 5.5 8.1 5.6 5.2 5.9 4.5

(20,40,60) (4,4,4) 4.8 4.9 5.9 4.9 4.7 4.9 4.4
(1,3,5) 2.1 5.1 5.8 5.7 4.7 4.6 4.5
(5,3,1) 12.5 4.9 6.4 5.5 5.0 5.4 4.4

Note. For a definition of San, Swe, Sch, Sb− f , Sb− f (m), SaF, and Saw see Equations 1.1, 1.2,
1.3, 1.4, 1.6, 1.8, and 1.11.
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Table 1.2 Actual Simulated Significance Levels (Nominal Level 5%) for K = 6

Sample Sizes Variances α̂%

2× 2×
(n1, n2, n3) (σ2

1 , σ2
2 , σ2

3 ) San Swe Sch Sb− f Sb− f (m) SaF Saw

(5,5,5) (4,4,4) 5.2 6.2 22.1 4.1 3.3 3.3 4.1
(1,3,5) 6.6 6.1 22.4 4.8 3.7 3.7 4.3

(10,10,10) (4,4,4) 5.1 5.1 11.4 4.8 4.2 4.2 3.7
(1,3,5) 6.3 5.2 12.0 5.6 4.3 4.3 3.7

(20,20,20) (4,4,4) 4.8 4.7 7.7 4.7 4.3 4.3 3.8
(1,3,5) 6.0 4.8 7.7 5.7 4.4 4.4 4.0

(40,40,40) (4,4,4) 4.7 4.6 6.0 4.6 4.4 4.4 4.2
(1,3,5) 6.8 5.4 6.9 6.6 5.0 5.0 4.9

(5,10,15) (4,4,4) 5.0 6.3 15.5 4.7 4.0 4.5 4.7
(1,3,5) 2.4 5.5 13.1 5.9 4.3 4.2 3.8
(5,3,1) 16.3 6.7 16.7 5.7 4.6 5.5 5.0

(10,20,30) (4,4,4) 5.5 5.7 9.7 5.2 4.7 4.9 4.8
(1,3,5) 2.3 5.2 8.3 6.5 4.8 4.7 4.2
(5,3,1) 16.3 5.7 10.2 6.3 4.8 5.5 4.7

(20,40,60) (4,4,4) 5.2 5.3 7.2 5.2 4.8 5.0 4.6
(1,3,5) 2.6 5.5 7.1 6.7 5.1 5.0 4.7
(5,3,1) 15.3 4.8 6.7 6.3 4.9 5.2 4.1

Note. For a definition of San, Swe, Sch, Sb− f , Sb− f (m), SaF, and Saw see Equations 1.1, 1.2,
1.3, 1.4, 1.6, 1.8, and 1.11.



12 Homogeneity Tests In Meta-Analysis

Table 1.3 Actual Simulated Significance Levels (Nominal Level 5%) for K = 9

Sample Sizes Variances α̂%

3× 3×
(n1, n2, n3) (σ2

1 , σ2
2 , σ2

3 ) San Swe Sch Sb− f Sb− f (m) SaF Saw

(5,5,5) (4,4,4) 5.3 7.3 28.6 4.3 3.2 3.2 4.7
(1,3,5) 6.5 7.8 28.7 4.7 3.3 3.3 5.1

(10,10,10) (4,4,4) 5.1 6.2 14.8 4.9 4.0 4.0 4.3
(1,3,5) 7.0 6.0 14.5 6.2 4.5 4.5 4.3

(20,20,20) (4,4,4) 5.2 5.4 9.1 5.1 4.6 4.6 4.4
(1,3,5) 6.6 5.1 9.1 6.3 4.5 4.5 4.2

(40,40,40) (4,4,4) 5.0 5.2 7.0 5.0 4.7 4.7 4.5
(1,3,5) 6.6 4.9 6.9 6.5 4.8 4.8 4.4

(5,10,15) (4,4,4) 5.3 7.0 19.3 4.9 4.1 4.5 4.9
(1,3,5) 2.2 6.6 16.9 6.2 4.1 4.0 4.6
(5,3,1) 18.7 7.6 20.9 5.5 4.1 5.1 5.5

(10,20,30) (4,4,4) 4.9 5.5 10.7 4.8 4.3 4.4 4.1
(1,3,5) 2.1 5.2 9.6 6.4 4.6 4.5 4.0
(5,3,1) 17.6 5.9 10.7 5.8 4.3 4.8 4.6

(20,40,60) (4,4,4) 5.2 5.5 8.0 5.3 5.1 5.2 4.9
(1,3,5) 2.3 5.4 7.3 7.0 5.2 5.1 4.0
(5,3,1) 18.1 5.3 7.6 6.4 4.8 4.9 4.5

Note. For a definition of San, Swe, Sch, Sb− f , Sb− f (m), SaF, and Saw see Equations 1.1, 1.2,
1.3, 1.4, 1.6, 1.8, and 1.11.
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Table 1.4 Actual Simulated Significance Levels (Nominal Level 5%) for K = 18

Sample Sizes Variances α̂%

6× 6×
(n1, n2, n3) (σ2

1 , σ2
3 , σ2

3 ) San Swe Sch Sb− f Sb− f (m) SaF Saw

(5,5,5) (4,4,4) 4.9 11.7 46.3 3.8 2.5 2.5 7.1
(1,3,5) 7.1 12.4 46.7 4.1 3.2 3.2 7.8

(10,10,10) (4,4,4) 5.3 7.0 20.9 5.1 4.0 4.0 4.4
(1,3,5) 7.0 6.8 21.1 6.2 3.8 3.8 4.2

(20,20,20) (4,4,4) 4.8 5.2 11.3 4.8 4.2 4.2 4.1
(1,3,5) 7.0 5.2 11.0 6.7 4.7 4.7 4.0

(40,40,40) (4,4,4) 4.8 5.3 7.9 4.8 4.6 4.6 4.4
(1,3,5) 7.1 5.3 8.0 6.9 5.0 5.0 4.4

(5,10,15) (4,4,4) 5.2 9.7 28.6 4.8 3.5 4.0 6.4
(1,3,5) 1.7 8.2 26.6 6.8 4.5 4.4 5.1
(5,3,1) 24.9 10.2 30.0 5.7 3.7 4.6 7.1

(10,20,30) (4,4,4) 5.3 6.2 14.0 5.3 4.5 4.7 4.4
(1,3,5) 1.5 5.9 13.0 7.0 4.5 4.4 4.2
(5,3,1) 24.1 6.1 14.4 6.5 4.4 4.8 4.2

(20,40,60) (4,4,4) 4.8 5.2 8.5 4.8 4.3 4.4 4.0
(1,3,5) 1.5 5.3 8.5 6.5 4.4 4.4 4.5
(5,3,1) 23.2 5.0 8.2 6.3 4.3 4.5 4.0

Note. For a definition of San, Swe, Sch, Sb− f , Sb− f (m), SaF, and Saw see Equations 1.1, 1.2,
1.3, 1.4, 1.6, 1.8, and 1.11.



14 Homogeneity Tests In Meta-Analysis

b) The Welch Test
For K = 3:

i. for balanced sample sizes and homoscedastic cases, the test keeps
the required nominal level. Increasing the individual sample sizes
has no significant effect on the attained levels of significance;

ii. for balanced and heterogeneous variances, the test keeps the nomi-
nal level and this is not significantly affected by enlarging the sam-
ple sizes;

iii. for unbalanced and homogeneous variance case, the test performs
well and there is no significant effect in increasing the sample sizes;

iv. for unbalanced and heterogeneous variance cases, the test attains
acceptable significance levels both for small and large sample sizes.

For K = 6:

i. for balanced sample sizes and homoscedastic cases, the test keeps
the required nominal level but seems to be a bit liberal when the
sample sizes are small. Increasing the individual sample sizes has
the effect of making the attained levels of significance closer to the
nominal level;

ii. for balanced and heterogeneous variances, the test keeps the nomi-
nal level but, is a bit more liberal when the sample sizes are small;

iii. for unbalanced and homogeneous variance cases, if one of the sam-
ple sizes is small, the test becomes liberal otherwise, it attains ac-
ceptable levels of significance;

iv. The test attains acceptable significance levels for unbalanced and
heteroscedastic cases, except when one of the sample sizes is small
and is paired with a large variance.

For K = 9:

i. for balanced samples sizes and homoscedastic cases, the Welch test
is liberal for small samples but works quite well for moderate to
large sample sizes;

ii. for balanced and heterogeneous variances, the test is liberal for small
variance cases but, works well for moderate to large samples;

iii. for unbalanced and homogeneous variance cases, for small sample
sizes the test becomes liberal but, in general it attains acceptable
levels of significance;

iv. in the case of unbalanced samples and heterogeneous variances, the
test is slightly liberal when one of the sample sizes is small. Other-
wise, increasing the sample sizes makes the test better.
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For K = 18:

i. for balanced samples and equal variances in all the groups, the test
is liberal for small and moderate samples. For large samples, the
test keeps good control of the significance level;

ii. for equal sample sizes in all the groups and heterogeneous vari-
ances, the test is liberal for small and moderate samples but, attains
acceptable significance levels for large sample sizes;

iii. for unbalanced and homogeneous variances, the test attains accept-
able significance levels only when all the sample sizes are above or
equal to 20. Otherwise, the test is liberal;

iv. for unbalanced samples and unequal variances in the groups, the
test controls the nominal level when all the sample sizes are equal
or greater than 20. When one of the samples is of size 10 or less,
the test is more liberal when relatively large variances are combined
with relatively small sample sizes.

c) Cochran’s Test
For K = 3:

i. for balanced sample sizes and homogeneous variances, the test is
largely liberal. This liberality is much more pronounced for very
small samples and reduces drastically for moderate to large sam-
ples;

ii. for balanced sample sizes and heterogeneous variances, the test at-
tains levels which are above the acceptable upper limit but, there is
some improvement as the sample sizes increase;

iii. for unbalanced sample sizes and homogeneous variances, liberality
is clear but reduces with increased sample sizes;

iv. for unbalanced samples and heterogeneous variances, the test is
generally liberal but, if small variances are paired with small sam-
ple sizes, the attained levels are relatively lower than in case of large
variances paired with small sample sizes. Increasing the sample
sizes improves the attained significance levels.

For K = 6:

i. for homogeneous variances and balanced samples, the liberality of
the test persists but it is interesting to note, for example, that when
the all the sample sizes are ni = 5, i = 1, . . . , K, the level attained is
22.1%. This improves appreciably by about a half to 11.4% when the
sample sizes are doubled, ni = 10, i = 1, . . . , K;

ii. for balanced samples and heterogeneous variances, the improve-
ment in the attained levels similar to i) is observed; but the test re-
mains liberal;
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iii. for unbalanced samples and homogeneous variances, the test is lib-
eral and improves with increased sample sizes;

iv. for unbalanced samples and heterogeneous variances, the test is lib-
eral and, as expected, attains better levels as the sample sizes in-
crease.

For K = 9:

i. for homogeneous variances and balanced samples, the test attains
unacceptable significance levels for very small sample sizes, for ex-
ample, 28.6% for all ni = 5. This scenario dramatically improves to
14.8% when all ni = 10 and 7.0% when ni = 40;

ii. for balanced and heterogeneous variances, at very small samples the
levels attained are unacceptable. This improves as the sample sizes
increase. However, the test still remains liberal;

iii. for unbalanced samples and homogeneous variances, even though
the test is liberal, an improvement of the attained levels with in-
creased samples is clear;

iv. for unbalanced samples and heterogeneous variances, the test is lib-
eral and improves as the samples sizes increase. Note, that when
small samples are combined with small variances the attained sig-
nificance levels are relatively better than when small samples are
combined with large variances.

For K = 18:
For all cases of balancedness and unbalancedness, and homogeneity and
heterogeneity, the test attains unacceptable significance levels. Notice the
extreme liberality when the sample sizes are small.

d) Brown-Forsythe (B-F) Test
For K = 3:
For balanced samples and homoscedastic cases, the test attains accept-
able significance levels which remain significantly unaffected by increa-
ses in individual sample sizes. This observation is largely true for bal-
anced sample sizes combined with heterogeneous variances, unbalanced
sample sizes combined with homogeneous variances and unbalanced
samples combined with heterogeneous variances.
For K=6:

i. for balanced samples and homogeneous variances, the test attains
acceptable levels for all sample sizes;

ii. for balanced samples and heterogeneous variances, the test keeps
significance levels for small samples but, for large samples, the test
becomes liberal;

iii. for unbalanced samples and homogeneous variances, the levels at-
tained by this test are acceptable;
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iv. for unbalanced samples and heterogeneous variances, the test at-
tains acceptable levels for small samples. In the other cases the test
becomes liberal.

For K = 9:

i. for balanced sample sizes and homogeneous variances, the test at-
tains levels which are within the acceptable range;

ii. for balanced samples and heterogeneous variances, the test becomes
liberal for large sample sizes;

iii. for unbalanced samples and homoscedastic cases, the test attains
good levels;

iv. for unbalanced samples and heterogeneous variances, the test is in
general liberal, except for the case when a small sample is paired
with a large variance.

For K = 18:

i. for equal sizes in the groups and homogeneous variances, the test
attains an acceptable significance level except when the sample sizes
are small, in which case it tends to be a bit conservative;

ii. for equal sample sizes and heterogeneous variances, the test attains
acceptable levels only when the samples are small. Otherwise, the
test becomes liberal even for large sample sizes;

iii. for unbalanced samples and equal variances, the test keeps the sig-
nificance level within acceptable limits. This is true for small to large
sample cases;

iv. for unbalanced samples and unequal variances, the test is always
liberal,with the liberality being more pronounced when relatively
small samples are paired with relatively small variances.

e) The Modified Brown-Forsythe Test
For K = 3:
for balanced or unbalanced sample sizes matched with homogeneous or
heterogeneous variances, the levels attained are acceptable, except for
one case where the test is a bit conservative.
For K = 6:

i. for balanced samples and homogeneous variances, the test is a bit
conservative for small samples. Otherwise, with moderate to large
sample sizes, the test attains acceptable levels. This is also true for
balanced samples combined with heterogeneous variances;

ii. for unbalanced samples matched with homogeneous or heteroge-
neous variances, the test attains acceptable significance levels.

For K = 9 and K = 18, all the observations for K = 6 above are true but,
the degree of conservativeness in cases of small samples increases with
increasing K.
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f) The Approximate ANOVA F Test
This test is very similar to the modified Brown-Forsythe test given above.
As noted in Section 1.2 above, when the sample sizes in the groups are
equal, the results are expected to be the same. Checking Tables 1.1-1.4, we
see that the attained levels are all equal for the two tests for balanced de-
signs. Consequently, for K = 3, 6, 9 and 18, the observations made above
for the modified Brown-Forsythe test also hold for this test (approximate
ANOVA F test).

For unbalanced samples and K = 3, 6, 9 and 18, the test attains levels
which are very close to the Brown-Forsythe test for all values of K, save
for small differences. For example, in one case, K = 3, when the sample
combination is (5,10,15) and the corresponding variances (5,3,1), the ap-
proximate ANOVA F test is liberal (6.2%) whereas the modified Brown-
Forsythe attains an acceptable level. Further, even though both tests
attain acceptable significance levels, the approximate ANOVA test has
relatively higher levels when relatively large variances are paired with
relatively small sample sizes and when the variances in the groups are
all equal. However, when relatively small variances are combined with
small sample sizes, the approximate ANOVA F test attains relatively
lower significance levels compared to the modified Brown-Forsythe test.

g) The Adjusted Welch Test
For K = 3:

i. for balanced samples and homogeneous variances, the test keeps
control of the nominal significance level only when the sample sizes
are large otherwise, the test is conservative;

ii. for balanced samples and heterogeneous variances, the test attains
acceptable significance level only when the sample sizes are large
otherwise, the test is conservative;

iii. for unbalanced samples and homogeneous variances, the adjusted
Welch test attains acceptable levels;

iv. for unbalanced samples and heterogeneous variances, the actual lev-
els are within the acceptable limits.

For K = 6:

i. when the sample sizes and error variances in the groups are equal,
the test does not seem to keep good control of the nominal signifi-
cance level;

ii. for equal sample sizes and heterogeneous variances, the test attains
reliable significance levels only when all the sample sizes are equal
to 40;

iii. for unbalanced samples and homogeneous variances, the test at-
tains acceptable significance levels;
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iv. for unbalanced samples and heterogeneous variances, the actual lev-
els attained are within the limits (4%, 6%).

For K = 9:
For all cases of balancedness, unbalancedness, homoscedasticity, and het-
eroscedasticity, the actual levels attained are acceptable.
For K=18:
For balanced and small sample sizes the test is liberal. For moderate to
large sample sizes the test attains acceptable levels. In the case of un-
balancedness, when one sample is small the test is liberal except when a
small sample size is paired with a small error variance. In this case the
test attains its level. For moderate to large samples, the levels attained
are in the acceptable range.

In general, we see that for the Welch test, increasing the number of popu-
lations has no significant effect on the levels attained, except that for balanced
small samples the test becomes too liberal. In this case the adjusted Welch test
is preferred. For the Cochran test, increasing the number of populations has
the effect of dramatically inflating the significance levels when the sample sizes
are small and sometimes also for moderate samples. For the Brown-Forsythe
test, increasing the number of studies does not significantly affect the levels
attained by the test. For the modified Brown-Forsythe test, the attained sig-
nificance levels are all within the acceptable range for K = 3, 6, 9, and 18,
save sometimes for small samples where the test becomes more conservative
with an increasing number of populations. This behavior is also true for the
approximate ANOVA F test. The modified Brown-Forsythe test rarely attains
significance levels above 5%. This is true regardless of the number of popula-
tions.

1.4 CONCLUSION

The modified Brown-Forsythe and the approximate ANOVA F test are rela-
tively least affected by changes in the sample sizes and number of popula-
tions except when the number of groups is large and the corresponding sample
sizes are small, in which case these tests become too conservative. The Brown-
Forsythe test should not be used when the number of populations, K, is large
with large sample sizes and heterogeneous variances. We will recommend the
test for small individual samples regardless of the number of populations. The
Welch test can be recommended in the case of heterogeneous variances, except
when the sample sizes are small and the number of studies is large. In this
case we recommend a suitable adjustment of the adjusted Welch test. This test
(adjusted Welch test) has the advantage that the weights, w∗

i , i = 1, . . . , K, have
a control parameter, ϕi, i = 1, . . . , K, which can be adjusted accordingly.

In case of homoscedasticity regardless of balanced or unbalanced designs,
the ANOVA F test is the optimal test (cf. Lehmann, 1986) and the observed
deviations from the nominal level are due to the simulation experiment.
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